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Background

Schär, ETH Zürich

John Tyndall (1861):
Identified main GHG: H2O, CO2, O3 and CH4

Joseph Fourier (1824) recognized role of greenhouse gas effect: 
“This distinction between luminous heat and dark heat explains the 
increase of temperature caused by transparent bodies.”

Svante Arrhenius (1896):  
Doubling of CO2  =>  warming of ca 5.5 K

IPCC (2007, 2013):
Broad scientific consensus

(Intergovernmental Panel on Climate Change)

Paris Agreement (2015):
Broad political consensus
Þ Substantial emission reductions by 2030
Þ Switzerland: Vote on CO2 law in June 2021

ratified by 190 states
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Schär, ETH Zürich (Peixoto and Oort 1992; Wikipedia)

The greenhouse effect is due to 
the absorption of long-wave 
radiation by trace gases.

Absorption by GHGs
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Energy balance of planet 
determined by 
• incoming/outgoing SW and
• outgoing LW radiation

Changes in GHGs imply 
adjustments of climate system 
to attain a new balance, e.g.
changes in
• temperature, humidity, clouds
• circulation, stratification, etc
Implies potential feedbacks
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Global Climate Models
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Dry atmospheric dynamics

Horizontal discretization: ICON (MPI-M, DWD) and Arpège (MeteoFrance) 

Typical resolutions 50-200 km

Climate GCMs 
represent 
• atmosphere, 
• ocean and sea-ice
• land surfaces



Small scales

Schär, ETH Zürich
Convection over Lake Millstätter, Austria, June 10, 2018 (Peter Maier, Facebook) 

At 100 km resolution, thunderstorms cannot be resolved explicitly, 
but are parameterized instead.
Þ Explicit representation requires O(1) resolution



Approaches to global km-scale models

Schär, ETH Zürich
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Development of RCM and GCM simulations

Schär, ETH Zürich
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Who is who? (5 models, 1 satellite picture)

Stevens et al. Progress in Earth and Planetary Science            (2019) 6:61 Page 8 of 17

Fig. 2 Snapshot of DYAMONDmodels. A snapshot of the models taken from the perspective of the Himawari 8 is shown. The images are for the
cloud scene on 4 August 2016 and are qualitatively rendered based on each model’s condensate fields to illustrate the variety of convective
structures resolved by the models and difficulty of distinguishing them from actual observations. From left to right: IFS-4 km, IFS-9 km, and NICAM
(top row); ARPEGE, Himawari, and ICON (second row); FV3, GEOS5, and UKMO (third row); and SAM and MPAS (bottom row)

DYAMOND models (Stevens, Satoh et al. 2019)Schär, ETH Zürich



Why is km-resolution attractive?

Schär, ETH Zürich



Motivation: Flash flood

Zürich, Haldenegg

Severe weather
and extreme events

Schär, ETH Zürich

Station Lausanne, 11. Juni 2018
41 mm precipitation in 10 min
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Chapter 12 Long-term Climate Change: Projections, Commitments and Irreversibility
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ACCMIP projected forcing at 2030 (for RCP8.5) and 2100 (all RCPs) is 
systematically higher than corresponding CMIP5 ERF, although with 
some overlap between 1-m ranges. CMIP5 and ACCMIP comprise dif-
ferent sets of models and they are related in many but not all cases 
(Section 8.2.2). Confining analysis to a subset of closely related models 
also gives higher forcing estimates from ACCMIP compared to CMIP5 
so the discrepancy in multi-model ensemble mean forcings appears 
unrelated to the different model samples associated with the two 
methods of estimation. The discrepancy is thought to originate mostly 
from differences in the underlying methodologies used to estimate RF, 
but is not yet well understood (see also Section 8.5.3).

There is high confidence in projections from ACCMIP models (Shindell 
et al., 2013b) based on the GISS-E2 CMIP5 simulations (Shindell et al., 
2013a) and an earlier study with a version of the HadGEM2-ES model 
related to that used in CMIP5 (Bellouin et al., 2011), consistent with 
understanding of the processes controlling nitrate formation (Adams 
et al., 2001), that nitrate aerosols (which provide a negative forcing) 
will increase substantially over the 21st century under the RCPs (Sec-
tion 8.5.3, Figure 8.20). The magnitude of total aerosol-related forcing 
(also negative in sign) will therefore tend to be underestimated in the 
CMIP5 multi-model mean ERF, as nitrate aerosol has been omitted as a 
forcing from almost all CMIP5 models.

Natural RF variations are, by their nature, difficult to project reliably 
(see Section 8.4). There is very high confidence that Industrial Era nat-
ural forcing has been a small fraction of the (positive) anthropogenic 
forcing except for brief periods following large volcanic eruptions (Sec-
tions 8.5.1 and 8.5.2). Based on that assessment and the assumption 
that variability in natural forcing remains of a similar magnitude and 
character to that over the Industrial Era, total anthropogenic forcing 
relative to pre-industrial, for any of the RCP scenarios through the 21st 
century, is very likely to be greater in magnitude than changes in natu-
ral (solar plus volcanic) forcing on decadal time scales. 

In summary, global mean forcing projections derived from climate 
models exhibit a substantial range for the given RCP scenarios in con-
centration-driven experiments, contributing to the projected global 
mean temperature range (Section 12.4.1). Forcings derived from 
ACCMIP models for 2100 are systematically higher than those estimat-
ed from CMIP5 models for reasons that are not fully understood but 
are partly due to methodological differences. The multi-model mean 
estimate of combined anthropogenic plus natural forcing from CMIP5 
is consistent with indicative RCP forcing values at 2100 to within 0.2 
to 0.4 W m–2.

12.4 Projected Climate Change over the  
21st Century

12.4.1 Time-Evolving Global Quantities

12.4.1.1 Projected Changes in Global Mean Temperature and  
Precipitation

A consistent and robust feature across climate models is a continua-
tion of global warming in the 21st century for all the RCP scenarios 

(Figure 12.5 showing changes in concentration-driven model simu-
lations). Temperature increases are almost the same for all the RCP 
scenarios during the first two decades after 2005 (see Figure 11.25). 
At longer time scales, the warming rate begins to depend more on 
the specified GHG concentration pathway, being highest (>0.3°C per 
decade) in the highest RCP8.5 and significantly lower in RCP2.6, par-
ticularly after about 2050 when global surface temperature response 
stabilizes (and declines thereafter). The dependence of global temper-
ature rise on GHG forcing at longer time scales has been confirmed by 
several studies (Meehl et al., 2007b). In the CMIP5 ensemble mean, 
global warming under RCP2.6 stays below 2°C above 1850-1900 
levels throughout the 21st century, clearly demonstrating the potential 
of mitigation policies (note that to translate the anomalies in Figure 
12.5 into anomalies with respect to that period, an assumed 0.61°C 
of observed warming since 1850–1900, as discussed in Section 2.4.3, 
should be added). This is in agreement with previous studies of aggres-
sive mitigation scenarios (Johns et al., 2011; Meehl et al., 2012). Note, 
however, that some individual ensemble members do show warming 
exceeding 2°C above 1850-1900 (see Table 12.3). As for the other 
pathways, global warming exceeds 2°C within the 21st century under 
RCP4.5, RCP6.0 and RCP8.5, in qualitative agreement with previous 
studies using the SRES A1B and A2 scenarios (Joshi et al., 2011). Global 
mean temperature increase exceeds 4°C under RCP8.5 by 2100. The 
CMIP5 concentration-driven global temperature projections are broad-
ly similar to CMIP3 SRES scenarios discussed in AR4 (Meehl et al., 
2007b) and Section 12.4.9, although the overall range of the former 
is larger primarily because of the low-emission mitigation pathway 
RCP2.6 (Knutti and Sedláček, 2013). 

The multi-model global mean temperature changes under different 
RCPs are summarized in Table 12.2. The relationship between cumu-
lative anthropogenic carbon emissions and global temperature is 
assessed in Section 12.5 and only concentration-driven models are 
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Figure 12.5 |  Time series of global annual mean surface air temperature anomalies 
(relative to 1986–2005) from CMIP5 concentration-driven experiments. Projections are 
shown for each RCP for the multi-model mean (solid lines) and the 5 to 95% range 
(±1.64 standard deviation) across the distribution of individual models (shading). Dis-
continuities at 2100 are due to different numbers of models performing the exten-
sion runs beyond the 21st century and have no physical meaning. Only one ensemble 
member is used from each model and numbers in the figure indicate the number of 
different models contributing to the different time periods. No ranges are given for the 
RCP6.0 projections beyond 2100 as only two models are available.

Projections
“Business 
as Usual”

RCP8.5

RCP 2.6

Global warming (past and future)

Scientific uncertainties as large as societal uncertainties!
Schär, ETH Zürich (IPCC AR5, 2013)

Scientific
uncertainty
90% C.I.

Societal
uncertainty

RCP4.5

Observations

G
lo

ba
l m

ea
n 

su
rf

ac
e 

te
m

pe
ra

tu
re



Climate sensitivity and clouds

Schär, ETH Zürich (Schneider et al. 2017, Nature CC; see also Bony et al. 2015, NGS)

ECS = equilibrium climate sensitivity = equilibrium warming for 2xCO2
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Uncertainties of global projections 
strongly depend upon tropical cloud 
cover. 

In some models, cloud cover and 
reflection of solar radiation increases 
(negative feedback), in other it 
decreases (negative feedback).

In current GCMs, the representation of 
clouds is strongly affected by the  
parameterization of convection. High-
resolution models use an explicit 
representation instead.



What is the difference

Schär, ETH Zürich

Albedo = 30% Albedo = 28%

(Bony et al. 2006, 2015; Sherwood et al. 2014; Schneider et al. 2017)
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What are the prospects of 
km-resolution?

Schär, ETH Zürich



Limited-area 
simulation 
driven by 

reanalysis

(Leutwyler et al. 2016, 2017)
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http://www.c2sm.ethz.ch/research/crCLIM


Schär, ETH Zürich

D = 50 km D = 12 km D = 2 km

(Leutwyler et al. 2016, 2017)

Captures rain bands with 
heavy precipitation



Precipitation extremes: Validation

Schär, ETH Zürich

Ø Previous research: much improved representation of 
1h-precipitation extremes (e.g. Ban et a. 2014, others)

(Vergara, Ban and Schär, GRL, 2021)

1-h percentiles

Ø Satisfactory validation against rain-gauge observations in 
Switzerland even for 10-min accumulation.

Ø Results are based on 10-year simulation over Central-Europe 
at 2.2 km resolution, with high-resolution output (6 minutes). 
Validation against rain-gauge stations in Switzerland.

10-min percentiles 30-min percentiles

Return periods
17 h
6.9 days
2.3 months
1.9 years



Precipitation extremes: projections

Schär, ETH Zürich

Ø RCP8.5 emission scenario
• CTRL: 1996-2005 
• SCEN: 2090-2099 
Driven by MPI-ESM GCM

Ø Projections:
• Increases of heavy events, 
• More pronounced for high-intensity events

Ø For very heavy events, increases appear 
to be  limited by Clausius-Clapeyron increase 
of 6.5%/K

Ø Note: temperature scaling considers mean 
warming at 700 hPa (Ban et al. 2021)

(Vergara, Ban and Schär, GRL, 2021)
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Extended simulations in sub-tropics

12 km

2 km

Schär, ETH Zürich

Ø Motivation: Role of tropical clouds for climate sensitivity

Ø Question: Can a 2-km model represent tropical clouds?

(Hentgen, Ban, Vergara and Schär, in revision)



Meso-scale clouds in sub-tropics

Schär, ETH Zürich
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Observation VIS (MODIS)

12 km 2 km

Model credibly captures some of the meso-scale cloud structures

(Hentgen, Ban, Vergara and Schär, in revision)Schär, ETH Zürich

4 Stevens, Bony, Brogniez . . . Zuidema

Figure 3. Fish: MODIS-Aqua scenes as in Fig. 1. From left to right the images correspond to 30 January 2009, 16 January 2009 and 1 February 2013.

Figure 4. Flowers: MODIS-Aqua scenes as in Fig. 1. From left to right the images correspond to 7 January 2010, 14 February 2010 and 9 February 2017.

individual Flowers were separated from one another by similarly
scaled regions devoid of clouds.

2.2. Classification Procedure

Based on these perceived patterns the subgroup developed a
procedure – the ’Classification Procedure’ – to train the full group
of classifiers. Because of the way the images were set up it was
only possible to classify an image as a whole, and having a large
(20� ⇥ 10�) domain increased the chances that different patterns
of shallow-cloud organisation would appear in different parts of
the domain. This is already evident, for instance in Fig. 2b, where
in the western portion of the image, near and north of Barbados,
clouds have a more Sugar-like texture, or in Fig. 1a where a Fish is
visible in the bottom right quadrant. In the group classification that
followed, it was therefore decided to work with smaller 10� ⇥ 10�

images. For these the south-western corner of the domain was
placed at 58 �W and 10�N, upwind of Barbados. In adjusting the
size of the scene we may have inadvertently made it less likely for
Bands to have been identified by the broader classification activity.

The five perceived patterns (including ’Bands’) were presented
to the full group of twelve classifiers (the authors) by the
subgroup. Each pattern was described and presented in the
form of examples, similar to those shown in Figs 1- 4. Then,
together, the group scrolled through a season (December, January,
February; DJF) of Worldview images. As if learning how to play
a card game with an open hand, individuals were asked in turn
to classify an image and when the other participants did not
agree, reasons for differences were discussed. After the training
each person was asked to classify five years of images, for the
specified study region, during the months of December, January
and February, within a period of ten seasons starting in 2007/2008
and concluding in 2016/2017. These years were chosen as they
were the only ones available on Worldview at the time the

classifications were performed. Each season ran from 1 December
until 28 February, thus excluding Feb 29 in 2008, 2012 and 2016,
and totalling ten seasons (900 days). Each person assigned labels
to five seasons of images, so that each season was independently
classified by six people. The classification was performed only on
daytime MODIS-Aqua images (corresponding to roughly 1330
local time at the centre of the image) using the ’Corrected
reflectance’ product, which corresponds to the MODIS Level 1B
data (a combination of data at different wavelengths, derived
from sensors having a 250m or 500m resolution), corrected for
gross atmospheric effects. When either of Sugar, Gravel, Fish,
or Flowers covered half or more of the image, the image was
classified as such.

3. Results

3.1. Classification Statistics

N 3 4 5 6

Actual 0.58 0.37 0.20 0.08
Random (p = 1/6) 0.37 0.052 0.004 0.00013
Random (p = 1/4) 0.68 0.15 0.019 0.00098

Table 1. Fraction of 815 ’classifiable’ images with N or more labels in
agreement, and the probability p, of this happening if labels were randomly
assigned with equal likelihood. Two limiting cases are considered: when a
classifier randomly assigns one of six (p = 1/6) or one of four (p = 1/4)
possible labels.

Of the 900 images, 815 were classified by at least one person as
being dominated by one of the four patterns: Sugar, Gravel, Fish,
or Flowers. Thus we consider these 815 days as classifiable days.
Of the 85 images that were not classified by any person, many
of these were the result of conditions overcast by high clouds, or

c� 2019 Royal Meteorological Society Prepared using qjrms4.cls
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Is   Dx = O(km)   sufficient?

Schär, ETH Zürich



Is Dx = O(km) sufficient?

Schär, ETH Zürich

Bulk convergence Structural convergence

Area-averaged bulk effect:
E.g., heating and moistening of cloud layer

Requires budgeting analysis
(Langhans et al. 2012, Panosetti et al. 2018)

Statistics of cloud ensemble:
E.g., spacing and size of convective clouds



Structural and bulk convergence
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What hardware?

Schär, ETH Zürich



km-scale climate simulations

Schär, ETH Zürich

COSMO model
Ø Source code about 400,000 lines 

Ø GPU-Version:
- collaboration between MeteoSwiss, CSCS, ETH
- refactoring led by Oliver Fuhrer (MeteoSwiss)
- dynamical core rewritten in C++ and CUDA
- parameterizations use Fortran and OpenACC

Ø Also used for weather prediction (D=1 km) Piz Daint: Linpac peak performance: 20x1015 Flop/s  

European-scale climate simulations 
Ø D=2.2 km, 1536 x 1536 x 60 grid points

Ø Driven by intermediate D=12 km simulation

Ø Split-explicit time step, Dt = 20 s

Ø Domain-decomposition on 100 = 10 x 10 compute nodes

Ø Simulations over decades (take 2-3 months)



Heterogeneous many-core 
hardware architectures

PizDaint Cray XC50 (CSCS Lugano)

L2 Cache Memory
16 GB

56 SMXs = 1 GPU

GPU Tesla P100 Accelerator �Pascal�@ 1.3 GHz

L1 Cache

SMX

96 Cores
= 1 SMX

Nvidia Pascal SMX

Memory 64 GB

CPUCPUCPUCPUCPUCPU

CPUCPUCPUCPUCPUCPU

12 CPUs = 1 CPU-Unit

12 Intel Xeon E5-2690 v3 @ 2.6 GHz

CPU Core

CPU

Cache

5704 Nodes = Computer

1 GPU + 12 CPUs
= 1 Node

32 Bit
16 Bit

64 Bit
32 Bit
16 Bit

Cuda
Cores



Energy consumption of hardware operations

Schär, ETH Zürich (Schär et al. 2020; Molka 2010)

Arithmetic intensity =
# of operations

# of memory access
Atmospheric codes dominated by memory access

=> Heterogeneous hardware architecture
=> Discussion of Flops not so relevant

(in pJ = Picojoules = 10–12 Joules)

FIG. 2. Comparison of the energy consumption to transfer a single 64-bit floating point number from different

levels of cache (L1, L2, L3) and system memory (DRAM), and the energy consumption to execute a 64-bit

arithmetic operation (addition, multiplication and fused multiply add). Data is for Intel Xeon X5670 and AMD

Opteron 2435 processors and adapted from Molka et al. (2010).
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When can  Dx = 1 km  be reached
in global climate models?

Schär, ETH Zürich



European domain

Schär, ETH Zürich (Leutwyler et al. 2017; Fuhrer et al. 2018, GMD)

perfect weak scaling => Can expand 

Ø Domain: near global, 80º S – 80º N:  98.4% of planet

Ø Horizontal resolutions: 2.2 and 1.1 km at equator

Ø Grid-points: up to 36,000 x 16,000 x 60 = 3.5 x 1010

Ø Idealized dry and wet baroclinic waves (10 days)

day 10, D=1.1 km

Proof of 
concept

Global domain

Ø Domain: Continental Europe: 2.2% of planet

Ø Horizontal resolution: 2.2 km

Ø Grid-points: 1536 � 1536 � 60 = 1.4 x 108

Ø Regional climate simulations (decades)

Ø Performance at 2.2 km resolution (without I/O):

0.23 SYPD: 1 day in 15 minutes on 4,888 nodes
Ø Performance at 2.2 km resolution (without I/O):

0.25 SYPD: 1 day in 16 minutes on 144 nodes

Time to solution is independent of domain size, as code exhibits near-perfect weak scaling.
But computational cost increases (more nodes needed)



Barotropic instability of cyclone core

Schär, ETH Zürich

Secondary instability (day 10, D=1 km global):
Frontal collapse enables barotropic instability 

(Leutwyler and Schär, 2019, GMD)

Journal of Advances in Modeling Earth Systems 10.1029/2019MS001847

Figure 2. Zoomed details of idealized simulations. Vortices embedded in the cold front of the low-pressure system, labeled from 1–13. Representation in a
simulation with (top) 10 km, and (bottom) 1 km grid spacing. (left) Precipitation rate (mm/h), (middle) temperature on the 850 hPa pressure level, and (right)
relative vorticity at 10 m height. The black isolines denote surface pressure, with a line spacing of 10 hPa. In the bottom panel, the numbers label mesovortices,
identified by eye. In the top panel the location of Mesovortices 4, 8, and 9 are marked accordingly. For display purposes, negative values of vorticity have been
clipped at −10−5 s−1. Typical vorticity values along the narrow frontal vorticity sheet amount to 60 · 10−5 s−1, but occasionally values of up to 160 · 10−5 s−1 can
be found. Note that, for better perceptibly, the vorticity field displayed in the bottom right panel has been aggregated following the methodology outlined in
section 2.3.3. A version on the original grid is provided in supporting information Figure S2, and an enhanced zoom of this figure is presented in supporting
information Figure S1.

Once the stream function is known on the computational mesh, we employ finite differences for the compu-
tation of the eigenvectors and eigenvalues of the deformation matrix. Assuming that ! = ! i,j is available on
a regular grid with grid spacings "x and "y, and upon using centered finite differences in space, one obtains

(!xx)i,# =
1

Δx2 [!i−1,# − 2!i,# + !i+ 1,#] (12)

(!$$)i,# =
1

Δ$2 [!i,#−1 − 2!i,# + !i,#+ 1] (13)

(!x$)i,# =
1

4ΔxΔ$ [!i+ 1,#+ 1 − !i+ 1,#−1 − !i−1,#+ 1 + !i−1,#−1] (14)

Note that by design ! i,j cancels out in (14). To obtain the eigenvalues and eigenvectors, these quantities are
used to compute %1,2 using (11), and finally the latter terms are substituted into (6) and (7).

The results are plotted in the relevant figure in terms of &+ e⃗+ . As the sign of the eigenvector is arbitrary, both
+ &+ e⃗+ and−&+ e⃗+ are displayed, starting at the grid points considered. Overall the resulting deformation field
is very close to the field obtained when considering the full unbalanced flow (rather than its representation
with !), supporting the assumptions made in (2).
2.3.3. Visualization
At the time of writing, consumer printers and screens yield an inadequate representation of the involved
small-scale structures. The problem arises from the simulations of the 1 and 2 km simulations containing
more grid points than the maximum number of pixels supported by the current generation of devices and
graphics rendering engines. To address the issue, the deformation and vorticity fields in Figures 2-4 were
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Stipulated performance target

Schär, ETH Zürich (Schulthess et al. 2019)

Ø Target: 
• global, coupled, non-hydrostatic, 1 km resolution
• at a speed of 1 SYPD (simulated year per day)

Ø Estimates using COSMO and IFS

Ø “We conclude that these models currently execute 
about 100–250 times too slow for operational 
throughput rates.“

Ø Next slide: how long do we need to wait?

the dynamics of convective clouds can largely

be resolved based on first principles. But this

goal is far out (probably a factor 100 000 or more

in computational cost) from what today’s simula-

tions can accomplish. However, there is an inter-

mediate goal at a horizontal resolution around

1 km. Experience from limited-area models indi-

cates that at this scale convective systems reach

“bulk” convergence,10 meaning that the feed-

backsmay become adequately represented. Mod-

els of this resolution can currently be run for

weeks tomonths on global scales,11,12 or for deca-

des on continental scales,13,14 but global climate

change simulations over decades would require a

speedup of at least a factor 100 to reach the

required timescale in the same wall-clock time.

Notwithstanding that there will be remaining

uncertainties in the models, aiming for global

km-scale frontier weather and climate simula-

tions now will trigger a science and technology

development that will lead to much more rapid

improvement of todays’ weather and climate

models than would otherwise be achieved with

incremental improvements of today’s simulation

systems. Thus, while the technology develop-

ment for extreme-scale computing in weather

and climate should not lose sight of the long-

term goal with !100 m resolutions, it seems

like computing capabilities that allow global

simulations at 1 km with reasonable through-

put would represent a significant step towards

making a qualitative difference, and we pro-

pose this as a goal post for developments of

exascale computing systems in the coming

decade. A more precise definition of this goal

is given in Table 1.

Before we discuss whether this goal is

achievable we revisit the current approach of

adopting conventional flop/s-centric super-

computing systems to weather and climate. In

Figure 2, we plot the advancement in simula-

tion capability over the decades at ECMWF.

These are the same simulations and comput-

ing systems used for the data in Figure 1, but

rather than reporting the sustained flop/s, we

report the increase of atmospheric degrees of

freedom of the simulation. This measures the

development of the computational complexity

needed for a 10-day forecast (single forecast)

over the decades.

From this plot one can conclude that general

purpose supercomputing platforms that have

been developed with a flop/s-centric metric,

simply adopted for the purpose of weather and

climate simulations, will deliver systems fit

for simulations with 1 km horizontal resolution

in the mid to late 2030s. Not a very encouraging

perspective, in particular in view of additional

challenges due to increased complexity in the

description of the Earth-system.

BASELINE, WHERE WE ARE TODAY
Only a handful of global km-scale landmark

simulations have already been performed.11,12 In

this section, we will focus on simulations exe-

cuted with the COSMO model (www.cosmo-

model.org) and the IFS model in order to estab-

lish a baseline of what can be achieved today on

some of the largest supercomputers available.

These simulations will serve as a baseline to esti-

mate how far away we are from the exascale goal

put forward in the previous section.

As already pointed out, the IFS model is a

state-of-the-art model used for global weather

and climate simulations. In contrast, COSMO is

a regional weather and climate model that can-

not readily be used for global simulations. But

COSMO is, to our best knowledge, currently the

only weather and climate model that has been

systematically adapted for hybrid, GPU-acceler-

ated HPC architectures,15 and that is used

Table 1. Ambitious target configuration for global
weather and climate simulations with km-scale
horizontal resolution accounting for physical Earth-
system processes, and with today’s computational
throughput rate.

Horizontal resolution
1 km (globally quasi-
uniform)

Vertical resolution
180 levels (surface to
!100 km)

Time resolution 0.5 min

Coupled
Land-surface/ocean/
ocean-waves/sea-ice

Atmosphere Non-hydrostatic

Precision
Single or mixed preci-
sion

Compute rate
1 SYPD (simulated
years per wall-clock
day)

Race to Exascale Computing
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Top500 supercomputers

Schär, ETH Zürich (www.top500.org, June 2018)
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PERFORMANCE DEVELOPMENT 
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1994	1996	1998	2000	2002	2004	2006	2008	2010	2012	2014	2016	2018	

June	2008	

June	2013	

SUM	

N=1	

N=500	
59.7	GFlop/s	

422	MFlop/s	

1.17	TFlop/s	

122	PFlop/s	

716	TFlop/s	

1.21	EFlop/s	

1 Gflop/s 

1 Tflop/s 

100 Mflop/s 

100 Gflop/s 

100 Tflop/s 

10 Gflop/s 

10 Tflop/s 

1 Pflop/s 

100 Pflop/s 

10 Pflop/s 

1 Eflop/s 

10 Eflop/s 
June 2013

End of Moore’s law?

Factor 2 every 14 months

Factor 1000 every 11 years

Factor 2 every 24 months

Factor 1000 every 20 years

Factor 250 in 16 years

http://www.top500.org/


Can we be faster with 
better coding strategies?

Schär, ETH Zürich



How to write code for next-generation hardware

Schär, ETH Zürich

Use Fortran with compiler 
directives (i.e. MPI, 

OpenMP, OpenACC)

Rewrite (parts of) the code 
using the GPU’s language 

(e.g. Cuda)

Rewrite model using 
domain-specific languages 

(e.g. GridTools)

Is this sustainable with O(106) lines of source code?
(and frequent changes in hardware and codes)

Cores

Memory
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Separation of concerns

Domain-specific languages (DSLs)

Schär, ETH Zürich

• No hardware dependent details (vectorization, 
threading, parallelization, directives, …)

• Exploits operators on computational mesh
• Generates an intermediate representation of the code 

(LLVM MLIR, clang)

(Oliver Fuhrer)

Mathematical 
Model

Discretization, 
Solver

High-level 
implementation

Domain-specific 
Compiler

• Provides executable for different architectures
• Takes care of hardware-dependencies

• Exploits automatic optimization
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GridTools: a DSL for weather and climate

Schär, ETH Zürich

Domain-specific language for Earth system model components
• Joint development of CSCS / MeteoSwiss / ETH
• Provides stencil operations on grids (e.g. Laplacian, gradient, etc)
• Multiple interfaces (C++, Python, gtclang)
• Open-source release in March 2019

(Thomas Schulthess, Mauro Bianco, 
Oliver Fuhrer, et al)

COSMO: Rotated lat/lon FV3: 
Cubed sphere

IFS-FVM: 
Octahedral mesh

ICON: 
Icosahedral mesh

Current applications:
• Limited-area grids: Operational NWP and climate (COSMO) using FORRAN, C++ and Cuda
• Global grids: work with FV3, IFS-FVM and ICON has started, using Python / GridTools frontend
• Backends: - Python: Python (for debugging), NumPy (vectorized syntax)

- C++: x86 CPUs, MIC Xeon Phi, NVIDIA GPU

•



The EXCLAIM Project

Schär, ETH Zürich



The EXCLAIM project
A new project of ETH, MeteoSwiss, CSCS
Started April 1, 2021
Main goal: rewrite ICON using Python-based DSLs

EXCLAIM Extreme scale computing and data platform for 
cloud-resolving weather and climate modeling

(Nicolas Gruber et al.)

ICON-Model
• global and regional options
• successor of COSMO



EXCLAIM Roadmap

Schär, ETH Zürich

SOFTWARE FRAMEWORK

ALGORITHMS & 
PARAMETERIZATIONS

DATA FLOW & DATA SCIENCE

COUPLED SYSTEM & 
USE CASES

Sucessor



Summary

Around 1980, the resolution of GCMs has reached Dx=100 km
Þ Appropriate representation of quasi-horizontal motions
Þ Revolution in NWP

In this decade, resolution will reach Dx=1 km
Þ Appropriate representation of vertical (across-q) motions
Þ Removes two critical parameterizations
Þ Improves representation of hydrological cycle and extremes

Will Dx=1 km reduce the uncertainty of climate projections?
Þ We do not know with certainty, but we should try!


